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Scheduling Grid Applications: The Vision
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Scheduling Grid Applications:
Application-Centric Approach

* An application-specific scheduler is designed to:
— Query the grid for resource candiates
— Sdect the* best” resources, typically through advance reservation
— Montior the resources during execution and adjust as necessary.

+ Potentially better execution performance for the single
application.

— Must be maintained along with the application

— Degrades to First-Come-First-Served resource all ocation,
resulting in low utilization of critical grid resources.
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Scheduling Grid Applications:
System-Centric Approach

e System leve scheduling:
— Accepts resource requests from grid-applications

— Allocates grid resources to all waiting jobs to make best use of all
grid resources.

+ More efficient use of critical grid resources.

- Much harder to implement general system level scheduler
due to scale of grid systems.

Our Research focuses on system level scheduling approaches!
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Scheduling Grid Applications: Assumptions

e Multipleinstances of grid applications are submitted in
common temporal space:

— Parameter sweep studies
— Real-time data collection and analysis

« Grid applications may be grouped into special resource
configurations:

— Functionally Related Resources: e.g. a data source, compute engine, and
visualization interface.

— Sparse Resources. e.g. peta-flop systems or data repositories, special
purpose processor, high-speed data link
— Atomic Resources: e.g. sensors, microscopes, €etc.

We propose the use of dynamically created Virtual Machines!
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Scheduling Grid Applications: A Solution
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Research Topics for Scheduling
K-Resource Virtua Machines

* Thek-Capacity Bin Packing Problem
— The Resource Balancing Heuristic

« Scheduling on a Single K-Resource VM
— Jobs areitems, freeresources areahin

Mulii-Sever o | 0gd Balancing Across Multiple

Near-Homogeneous K-Resource VMs
— Incaseone VM isn’t enough

Muti-Resource e Dynamic Creation of K-Resource VMsin a

I

Computational Grid

— How and Who
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Bin Packing

K-Capacity Bin Packing: Notations = @

Single Capacity k-Capacity
ltemList L: {xt, X2, .. x, .. .x1 {X1, X2, .. X, .. X"

Sum,

Item: Size(x): I X! Max, (X', Xy, - XD g I,
Lex.

N
- Capacity C: c=(C,C, ...,.C):

Bin: _ il

- X - . . CnL X 2 'k

Content B'IAL - Bi= (By, B, ... B pobl [

P Goal: Minimize the number of bins required to hold all input items
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K-Capacity Bin Packing:

The Resource Balancing Heuristic
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« Max(B;)/Avg(B,) is an approximation to resource balancing
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Bin Packing

K-Capacity Bin-Packing: Status =~ == @

* Progressto Date:

— Implemented various methods for approximating the Resource
Balancing Heuristic.

— 10-20% reduction in number of bins over First/Best-Fit variants.
— Results published in ICPP 99.
e Future Work:
— Itemlist pre-processing
» Sorting by size
» Combining complementary items
— Deadling with large items and small bins
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K-Resource System Scheduling: Notations
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K-Resource Server Scheduling: Status

Progress to Date:

— Resource balancing heuristics are used to sdect jobs which best match
remaining VM resources.

— Designed new K-Resource aware backfill job selection algorithms.

— 5-10% gains in Resource Utilization over EASY with First/Best-Fit,
on synthetic k-resource workload.

— 25-50% gainsin Average Wait Time over EASY with First/Best -Fit.
— Results published in SC'99.
Work in Progress.

— Unrestricted job queue re-ordering

— Interaction between the K-Resource grid scheduler and the K single
resource local schedulers.
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Multi-Server

L oad Balancing Across Near-Homogeneous i
K-Resource VMs: Notations ik
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Multi-Server
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L oad Balancing Across Near-Homogeneous
K-Resource Servers: Notations I

T

* Progressto Date:

— Designed new load balancing policies, based on the resource
balancing heuristic, which match the K-Resource capabilities of a
server to the K-Resource requirements of the local workload.

— Makes local scheduler (also K-Resource enabled) more efficient.

— Achieved performance gains of 5-15% in throughput over classical
load bal ancing techniques.

— Results published in HCW 2000.
 Work in Progress:

— Load balancing performance is consistently less than central queue.

— Investigate compromise between central queue and pure | oad-
bal ancing approaches.
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Multi-Resource

Dynamic Creation of a K-Resource
Virtual Machinein a Computational Grid Dﬁg

* How do you select resources?

— Match the VM resource capabilities to the workload capabilities
(Resource Balancing heuristic, again)

 Who'sresponsible?

— Grid Infrastructure?
» Cluster grid applications by resource requirement from a central grid

“ Ready Queug’ .
» Create aK-Resource VM for each cluster/application class.
— Problem Solving Environments?
» PSEs used as interface between scientist and grid.

» Typically multiple instances in use, generating application class
specific workloads.

» PSEs cooperate to make use of grid infrastructure co-allocation
services when workload is sufficient to warrant aVM instantiation.

HPCMOD UGC 2000



Summary

We have proposed the use of K-Resource Virtual Machines
to simplify the system-centric scheduling of multi-resource
grid-scale applications.

Our research is incrementally evolving a suite of K-Resource
aware scheduling algorithms.

The mechanisms for creating K-Resource Virtual Machines
are extensions of current grid infrastructure services.
— GLOBUS: A VM isaform of a co-allocation request.
— LEGION: A VM isacomposite object, created from the individual
resource objects plus VM scheduler object.
Still need more data on grid application workloads and
system configurations to validate approach.
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K-Resource Workload: Notations
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e Job Assumptions:

Each job, j, has K critical resource
requirements: R)... R} |

All K resources are required
simultaneously

The execution timeis known, T
Jobs arriveat arate Al toaVM
system S

Jobs are independent

HPCMOD UGC 2000



The K-Resource Workload Modd: Status

* Progressto Date:
— Created a synthetic modd for a K-Resource workload

» Simple extension of single resource (CPUSs) parallel processing
workload models

* Inter-Job resource probability distribution
e Intra-Job resource correlation

 Work in Progress:
— Searching for characteristics of grid-scale application workloads

» Resource configuration requirements for application classes, e.g.
collaborative design environments, real-time experiment control,
distributed parallel processing, etc..

» Characteristics of resource classes, e.g. data source/sink, network link,
compute engine, visualization, storage devices, €c..

HPCMOD UGC 2000



Workload
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Rdevant Research

e Job Classifications
— Rigid, Evolvable, Modable, Malleable

 Workload Trace Analysis

— General (size=CPUs)
« Sizedistributions are exponential/hyperexponential
» Large percentage from discrete sizes - powers of 2, squares of integers
» Executiontimeisweakly correlated to job size
— Memory
 Many discrete sizes as well
» Weakly correlated to number of CPUs
— 1/O
 |Input, Computation, Output Phases
* Bursty
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Initial Approach:

| nter-Job Resource Distributions
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Workload

Initial Approach: =
Intra-Job Resource Corrdation, R~ =
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K-Resource VM Scheduling: Progress
The Resource Balancing Heuristic

If VM stateisthis:
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* Max(S;)/Avg(S,) is an approximation to resource balancing
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Components of Classical Load Balancing i
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Limitations of Resource Average

(RA) Load Index inthe

Presence of Multiple Resources
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— e.g. Theworkload of a server with alarge memory configuration should

contain mostly memory intensive jobs.
 Extendtheclassical Load Index, RA to RA+
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Limitations of Latest Job (BSP) Selection o
Policy in the Presence of Multiple Resources I

Multi-Server
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e Add new job sdection palicy, , to activey correct a workload

resource balance mismatch.
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Multi-Resource

Dynamic Creation of K-Resource
Virtual Machines in a Computational Grid Dﬁg

* When Should a K-Resource VM be Created?
— Upon submission of asingle grid application? No!
» Leadsto First-Come-First-Served use of critical resources
— Problem Solving Environments? Y es!

» PSEs used as interface between scientist and grid

» Typically multipleinstances in use, generating application class
specific workloads

» PSEs cooperate to make calls to grid infrastructure VM services when
workload is sufficient

e Creating aK-Resource VM in the Grid Infrastructure:

— Grid Infrastructure
« GLOBUS: Add serviceto create VM, similar to co-allocation request.
 LEGION: Object to create a VM composite object.

HPCMOD UGC 2000



